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REGISTER AUTOMATA & DATA LANGUAGES RESULTS FOR LEARNING
Data languages are formal languages over infinite alphabets. L* automata learning for deterministic register automata is shown by
Can model XML, resource allocations, data flow, etc. These [Sakamoto, 1997]. More recently, this topic has become popular and
languages can be accepted by register automata, i.e. automata resulted in many phd theses.
with finite memory to store symbols. In [Moerman et al, 2017] we show how to use nominal sets to

generalise both L* and NL* to register automata. However, the class of
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